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Abstract— Measuring the quality of roads and ensuring they
are ready for autonomous driving is important for future
transportation systems. Here we focus on developing metrics
and algorithms to assess lane marking qualities from an
egocentric view of an inspection vehicle equipped with a global
positioning system (GPS) receiver, a frontal-view camera, and a
light detection and ranging (LIDAR). We propose three quality
metrics for lane markings: correctness, shape, and visibility.
The correctness metric measures the divergence between the
expected lane markings based on prior map inputs and the
actual sensor inputs. The shape metric evaluates smoothness in
road curvature and width range. The visibility metric evaluates
the contrast between lane markings and background road
surfaces. We establish the metrics using probability modeling by
considering uncertainties in prior maps and sensory inputs. Fu-
sing camera images and LIDAR data, we propose a dual-modal
algorithm to compute these metrics. We have implemented the
algorithms and tested them under KITTI dataset. The results
show that our metrics can successfully detect lane marking
anomalies in all testing scenarios.

I. INTRODUCTION

As autonomous vehicles (AV) are getting closer and closer
to our life, one critical question remains unanswered: are
our roads ready for AVs? AV developers attempt to deal
with all kinds of road conditions. However, safety can be
challenged when poor road conditions (see Fig. 1) appear
because there are limited training data for abnormalities. Due
to the limited sensory capabilities and on-board computation
resources of AVs, exhaustively predicting road scenarios is
infeasible. A solution to reliable autonomous driving is to
ensure our infrastructure is ready for the technology.

Here we present a lane marking quality assessment
(LMQA) method to help road inspection crews examine the
quality of lane markings. The method assumes a vehicle
egocentric view with a global positioning system (GPS)
receiver, a frontal-view camera, and a light detection and
ranging (LIDAR). Based on data from GPS, prior maps from
geographic information systems (GIS) and on-board sensors,
we propose three different lane quality metrics: correctness,
shape, and visibility. The correctness metric measures the
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Fig. 1. Examples of urban road scenario. a) New lane markings coexists
with the old one. b) Lane border shape may not satisfy the standard. c)
Faded or blurred lane markings.

divergence between the expected lane markings based on
prior map inputs and the actual sensor inputs. Building
on the difference between posterior distributions, it takes
uncertainties in inputs into consideration. The shape metric
verifies if the lane has smooth curvature according to road
grade and is within satisfying width range. The visibility
metric evaluates the contrast between lane markings and
background road surfaces. Fusing camera images and LIDAR
data, we propose an algorithm to compute these metrics.
The algorithms extensively utilize both camera images and
LIDAR data in road surface detection and lane marking
recognition to generate segmented left and right lane marking
points required by the three metrics computation. We have
implemented the algorithms and tested it using KITTI data-
set. The results show that our metrics successfully recognize
anomalies in lane markings.

It is worth noting that LMQA is NOT the same as the
well known lane marking detection problem. It is not our best
interest to develop/apply the most sensitive and accurate lane
detection algorithm in LMQA because we want to ensure that
our roads are safe for less capable vehicles. Here we measure
roads instead of vehicles. LMQA focuses on evaluating lane
marking qualities instead of abilities to detect them. It needs
to be able to mark low quality road segments and output
different types of quality issues instead of just reporting “no
lane” detected. It also takes into consideration of common
sensor configurations for all AVs instead of optimizing lane
detection for a particular sensor configuration.



II. RELATED WORK

Our LMQA research is related to road quality assessment,
road surface extraction, and lane detection in transportation
and autonomous driving research.

Lane markings play an important role in autonomous
driving. To the best of our knowledge, little has been done to
quantify lane markings to assist road maintenance. Harwood
et al. [1] use operational analysis procedures to assess the
capacity and level of service of two-lane highways. Flannery
et al. [2] quantify the road service quality by comparing
drivers’ assessments of the performance of urban streets
with objective measures of performance. Thomas et al. [3]
propose a systematic approach to evaluate algorithms for
extracting road marking features. Pohl et al. [4] estimate
driver’s visual distraction level to provide sufficient reliability
of lane-keeping. However, none of them focus on measuring
lane marking quality itself.

During road surface extraction, color and texture are
the main perceptual cues for navigation systems of semi-
or fully autonomous vehicles. Besides obstacle avoidance,
road surface detection facilitates path planning and decision
making. Common sensory methods include cameras [5] and
LIDARs. Pradeep et al. [6] use stereo camera data to extract
the road surface structure. Hernández et al. [7] filter and
segment the road surface from 3D point clouds acquired
through mobile LIDAR systems. Li et al. [8] utilize the
structural information to find the road surface by combining
multiple task deep convolutional neural networks with a
recurrent neural network detector. Yu et al. [9] extract road
surface points directly from three dimensional point clouds.
Guan et al. [10] extract road surface through a curb-based
method using geo-referenced intensity images. More detailed
surveys can be found in [11], [12]. Most existing efforts
only utilize a single sensing modality, as we simultaneously
employ both camera images and LIDAR data to extract the
road surface in our approach for more robustness.

A lane border detection system detects lane markings
from complex environments. Lane markings are important
for reliable estimation of vehicle positions relative to lanes.
Different sensors or perception modalities have been used for
lane border detection, such as monocular vision [11], [13],
LIDAR [14]–[16], stereo imaging [6], [17], GPS and inertial
measurement unit (IMU) [18], [19], and Radar [20]. Gu et
al. [21] classify the lane markings by fusing images and
LIDAR scans using convolutional neural networks. Huang
et al. [22] describe and detect multiple lane borders in
an urban road network from calibrated video imagery and
laser range data acquired by a moving vehicle. Mammeri
et al. [23] combine the Maximally Stable Extremal Region
technique with the Hough Transform to detect and recognize
lane markings. Various lane border detection systems have
been proposed in the automotive industry [24], [25]. Built
on existing efforts, our dual-modal lane marking detection
leverages inputs from both camera images and LIDAR scans
to facilitate lane marking quality metric computation with
an attempt to provide a baseline performance under common

sensory configuration.

III. PROBLEM FORMULATION

A. Inputs, Assumptions, and Notations

Our objective is to quantify the lane marking quality from
a vehicle egocentric view. The inspection vehicle is equipped
with a frontal view camera and a LIDAR, and we use their
data as problem input. We also employ GPS data and prior
maps consisting of a set of 3D lane boundaries, such as
Google Maps, as part of inputs. We only evaluate immediate
left and right lane markings with respect to the vehicle due to
their importance in guiding the vehicle. We do not evaluate
multiple parallel lanes simultaneously because the sensors
on-board the vehicle have perspective limitations. We have
the following assumptions.
a.1 The camera is pre-calibrated and we know its intrinsic

parameters. The nonlinear distortion of camera images
has been removed.

a.2 The GPS, the camera, and the LIDAR readings are
already synchronized.

a.3 The coordinate system transformations between any two
sensors are known by calibration.

Common notations are defined as follows,
• Pi,t ∈ R3, the i-th 3D LIDAR point in the LIDAR

reference system at time t. Also, it is defined in a system
with x-axis pointing to vehicle forward direction, y-axis
pointing to the left of the vehicle lateral direction, and
z-axis pointing upward.

• Ii, the intensity value of the LIDAR point Pi,t.
• Pt := {Pi,t}, LIDAR point cloud data set at time t.
• It, the gray-scale camera image at time t.
• pk,t = [u v]ᵀ ∈ R2, the k-th pixel point in image It

where (u, v) is the image coordinate.
• X̃, homogeneous vector X̃ = [Xᵀ, 1]ᵀ where Xᵀ

denotes the inhomogeneous part of X̃.

B. Quality Metrics and Problem Definition

We introduce three types of quality metrics for LMQA.
Here we just define them. We will model them mathemati-
cally in Section IV.
• Correctness Metric: Defined as µc, this metric quantifies

the divergence between sensed lane marking positions
and that from the prior map in GIS system. It may be
caused by slow updates of GIS database when road
construction or maintenance changes lane markings.
Lane markings may disappear completely or painted
incorrectly due to poor maintenance. All of these cause
discrepancies between prior maps and sensory inputs
which introduces difficulty for AVs to make decisions.

• Shape Metric: Defined as µs, this metric measures
whether the road segment is smooth in curvature which
is defined by road grade and conformity to lane width
standard. A smooth road with proper width makes it
easier for AVs to perform trajectory following and
leads to smooth and safe rides. Lane width may differ
according to different road grades and countries but is



always bounded between a lower bound and an upper
bound. Sometimes, the desired width may be a single
fixed value. For example, the US Interstate Highway
standard dictates 3.7-meter lane width.

• Visibility Metric: Defined as µv , the metric measures
how visible lane markings compare to background sur-
face in both images and LIDAR data. High contrast
makes lane markings easy to be detected and segmented
by AVs.

With assumptions, notations and quality metrics made, our
problem can be defined as follows,

Problem 1: Given the GPS coordinate, a prior map, the
LIDAR point cloud Pt, and camera image It, quantify the
LMQA according to the aforementioned quality metrics.

IV. METRIC MODELING

Now let us model the three metrics mathematically. Note
that we sample data periodically. At discrete time t, we have
a camera image It and LIDAR point cloud Pt. To avoid too
much overlap with previous or following iterations, we only
use a partial set of points

P̄t := {Pi,t|‖Pi,t‖ ≤ ζ · vτ,Pi,t ∈ Pt}, (1)

where ‖ · ‖ is the vector l2-norm, τ is the sampling interval,
v is current vehicle velocity, and ζ is a positive constant
controlling the overlap between P̄t and P̄t+1. To ensure full
coverage, we set ζ = 2. Since we know the relationship
between the image coordinate and LIDAR coordinate, we
also use P̄t to obtain the corresponding Īt in It. Also, given
the GPS coordinate, we know the prior map region overlaps
with P̄t. Define Xp ∈ R3 as the corresponding lane marking
from the prior map in this overlapping region and set Pp :=
{Xp} for all Xp’s. All metrics below are based on Pp, P̄t,
and Īt.

A. Correctness Metric

We define correctness metric in Īt. Let Ck represent an
event that a pixel pk,t in image Īt is a lane marking pixel,

Ck =

{
1, pk,t is a lane marking point
0, otherwise.

Define P (Ck) as the probability for event Ck. Define prior
map lane pixel xp as the projection of Xp from the prior
map into Īt. Define K as the intrinsic camera parameters
and {R, t} as the extrinsic parameters between the camera
and LIDAR, where R and t are the rotation matrix and
translation vector that relate the laser coordinate system to
the camera coordinate system. The projection is based on
perspective projection model,

x̃p = K[R t]X̃p. (2)

Define SP = {xp} to be the set that covers all points in
Pp. Define set SQ that contains all the lane marking pixels
in Īt. Define posterior probability P (Ck|SP ) to capture the
lane marking distribution in the image space through a prior
map. It is not deterministic because we have uncertainties
in the map due to resolution limitations and errors in

GPS coordinates. Similarly, we define posterior probability
P (Ck|SQ) to be the lane marking distribution given the
sensory inputs. It is probabilistic due to sensory uncertainty.
Then the correctness metric is modeled as the difference
between these two conditional probabilistic distributions. We
employ the smoothed Kullback-Leibler (KL) divergence to
characterize this difference,

µc =
∑
k

P (Ck|SP ) log
P (Ck|SP )

P (Ck|SQ)
, (3)

A KL divergence of 0 indicates that we have two identical
distributions, while a KL divergence of 1 indicates that the
two distributions are totally different. Therefore, we prefer
small values in this metric.

Now let us explain how to compute P (Ck|SP ) and
P (Ck|SQ). Recall that Xp ∈ Pp represents a lane marking
point in the prior map and xp ∈ SP is its projection using (2).
We use the set {(xp, Cp)} as the training set to instantiate
a recursive Bayesian estimation process to obtain the lane
marking distribution P (Ck|SP ) for the lane information on
the prior map. It can be computed by using a two-phase
approach. For an x∗p ∈ SP and its corresponding event C∗p ,
we update the probability distribution,

P (C∗q |SP ) = bel(C∗q |f(x∗q), σ
2,x∗q ,SP ), (4)

where σ2 is the variance of the noise, and the latent function
f is represented by Gaussian Process (GP) [26]. The GP pro-
vides posterior distribution of pixel xk ∈ Īt for prediction,

P (Ck|SP ) = bel(Ck|µI , σ2
I ,xk,SP ). (5)

Here, µI and σ2
I are the expectation and variance of the

posterior distribution related to the kernel function, which
characterizes the correlation between the function values at
different pixels. Here we employ a Gaussian kernel K as

K(pi,t,pj,t) = σ2
f exp(− 1

2λ2
f

‖pi,t − pj,t‖2), (6)

for {pi,t,pj,t} ⊂ Īt with µI = kᵀ
∗(Ko + σ2I)−1C∗p and

σ2
I = k∗∗k

ᵀ
∗(Ko + σ2I)−1k∗ where σf is the variance of

the lane marking position, λf is the length scale variable,
k∗ = K(SP ,xk), Ko is the kernel matrix of the training
data SP , k∗∗ = K(xk,xk), and I is an identity matrix.

Similarly, we get P (Ck|SQ) through (4)-(5). Therefore,
we can obtain µc in (3) through the two posterior distributi-
ons P (Ck|SQ) and P (Ck|SP ).

B. Shape Metric

The shape metric evaluates the lane shape defined by
lane boundaries by examining its smoothness and width. To
achieve this, we need to find the ‘best shape’ that fits the
observation data. The best shape refers to a segment of lane
that has smooth curvature defined by road grade and fits the
width requirement. Then we evaluate how the existing lane
marking point set compares to the best shape.

First, we need to model the best shape. We adopt a cubic
polynomial lane center curve with a width to describe it
because a cubic polynomial is sufficient to describe road
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Fig. 2. An illustration of how to compute lane center curve and the shape
metric. Solid curves correspond to Ll and Lr which are determined by
Lc. Thin and dashed curves close to them represent points Xl and Xr ,
respectively. The area of shaded region is µs. (a) A cubic polynomial fitting
smooths observation noises. (b) An overly narrow lane results in large µs.

curve and can be computed straightforwardly from cubic
spline fitting. Define the lane center curve as a function of
univariate parameter s,

Lc(s) = a0 + a1s+ a2s
2 + a3s

3 ∈ R3, (7)

where {ai|i = 0, 1, 2, 3} are 3-vectors for polynomial coef-
ficients, and pa = [aᵀ0 ,a

ᵀ
1 ,a

ᵀ
2 ,a

ᵀ
3 ]ᵀ. By forcing Lc(s) ⊂

Pt ∪ Pt−1, we obtain s range set S:

S := {s|Lc(s) ⊂ Pt ∪ Pt−1}.

The reason that we choose s’s range, S, to be much bigger
than that of Pt is to ensure smoothness in future curve
transition and full lane boundary coverage. For each point
Xc ∈ Lc(s) and a given width d, we find a point on the left
boundary and a point on the right boundary by walking along
the direction perpendicular to Lc(s) by d/2 to the left or
right, respectively (see Fig. 2(a)). Therefore, lane boundaries
Ll(s) and Lr(s) are determined by Lc(s) for the given width
d.

Now let us explain how to obtain the lane center curve.
Define Xl and Xr to be left and right lane marking points
in P̄t, respectively. For a given left boundary set Ll(s), we
evaluate each point in Xl by measuring the closest distance
dl:

dl(Xl,Ll) = min
s∈S
‖Xl−Ll(s)‖ u min

s∈S
‖Xl−Lc(s)‖− d/2.

(8)
The approximation works when the road is relatively flat.
Similarly, we can evaluate each point in Xr by measuring
the closest distance dr:

dr(Xr,Ll) = min
s∈S
‖Xr−Lr(s)‖ u min

s∈S
‖Xr−Lc(s)‖−d/2.

It is clear that both left and right boundaries are based on the
lane center curve which needs to be estimated with respect
to inputs Xl and Xr. We evaluate a given lane center curve
using the observations Xl and Xr by the following objective
function,

fl(Lc, d) =
1

nl

∑
Xl∈P̄t

dl(Xl,Ll) +
1

nr

∑
Xr∈P̄t

dr(Xr,Lr),

(9)
where nl and nr are numbers of lane marking points in the
left and right lanes, respectively. Therefore, we can obtain

the lane center curve and the optimal width by minimizing
the

[p∗Ta , d∗]T = arg min
pa,d

f(Lc, d), (10)

subject to width constraint

dmin ≤ d ≤ dmax, (11)

where p∗a and d∗ are optimal lane center curve parameters
and the optimal lane width, and dmin and dmax are the
minimum and maximum allowable width, respectively. The
p∗a defines the optimal center curve L∗c according to (7), and
can be further constrained to reflect desirable curvature range
according to the road grade from GIS information so that the
optimization in (10) does not over fit the observations. With
L∗c and d∗, our shape metric is,

µs = f(L∗c , d
∗). (12)

It is worth noting that µs characterizes both the
smoothness and the width requirement. Preferably µs should
be small. In fact, dl and dr are the distances from the
estimated boundaries to their respective observations, which
means the area of the shaded area in Fig. 2 is µs. It is clear
that µs becomes large if the lane markings do not correspond
to a smooth desirable curve. The same applies to the lane
that is overly wide or narrow. In such cases, µs becomes
excessively large as shown in Fig. 2(b).

C. Visibility Metric

The visibility metric is defined based on both image pixels
and LIDAR data. Define µm,L and µb,L as the mean intensity
values for the lane marking points and the background points
of the LIDAR scan, respectively. Recall that set SQ contains
lane marking pixels in image Īt, and define Sb,I to be the
background pixel set. Define µm,I and µb,I to be the mean
intensity values of the SQ and Sb,I in Īt, respectively. The
visibility metric is to verify intensity ratios in two modalities.

µv = max
{µm,L
µb,L

,
µm,I
µb,I

}
. (13)

It is clear that large values of µv are preferable. As long
as the lane markings are visible in either modality, we treat
them as satisfactory here. It is also possible to change max
to min if we want to be more conservative.

V. DUAL MODAL LANE DETECTION ALGORITHM

To compute the aforementioned metrics, we need the
segmented left and right lane markings in both camera
image and LIDAR data. This means that we need a lane
detection algorithm. However, it is important to build this
algorithm using the most common sensory configuration
without catering to a particular hardware choice. In fact, it is
not our best interest to use the best lane detection algorithm
for LMQA purposes because we measure roads instead of
vehicles. We need a baseline version of lane detection which
can provide inputs required by our metrics. Unfortunately,
existing commercial products only provide lane departure
warnings instead of providing us with segmented pixels or
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coordinate. For completeness, we describe our lane detection
algorithm here.

The overall sensor fusion pipeline is described in Fig. 3. In
data preprocessing, we ensure all input data is synchronized.
We then process camera images to remove shadows [27].
The shadow-free RGB image is recovered by relighting each
pixel. For each image Īt, we extract the road surface by
using fully convolutional networks [28], [29]. Note that we
use full RGB colored images instead of gray-scale images
in this step. Define Prs,I ⊂ Īt as road surface pixel set.
Since noisy points are inevitable in Prs,I , we need to fuse
LIDAR data to reduce the influence of noise to refine the
segmentation result.

A. Road Surface Extraction by Sensor Fusion

Define P̃r = [x y z 1]ᵀ as the homogeneous 3D road
surface point corresponding to the road surface image pixel
pr ∈ Prs,I . For each pr, we obtain the corresponding
LIDAR point Pr using the inverse of (2),

Pr = [KR]−1p̃r −R−1t. (14)

Assembling all Pr, we obtain set Sr := {Pr} containing
the 3D LIDAR points belonging to road surface.

We model the road surface S(x, y, z) using curved surface
patches through bivariate polynomials [30],

z −Hr · zr = 0, (15)

where Hr = [a00 a01 a11 a20 a21 a22 a30 a31 a32 a33]ᵀ is
the surface parameter vector that needs to be estimated, and
zr = [1 x y x2 xy y2 x3 x2y xy2 y3]ᵀ. We apply RANSAC
[31] to filter out outliers and estimate the road surface model.
A minimal solution can be established by randomly choosing
9 points from set Sr using a singular value decomposition
(SVD) based algorithm. We set constraint ‖Hr‖2 = 1 to
avoid zero value solutions. In each iteration of RANSAC, we
randomly select a minimal set of data from set Sr to estimate
the S(x, y, z). Denote d⊥(Hr,Pr) to be the shortest distance
for a point Pr to the road surface, which is

d⊥(Hr,Pr) = min
Xr∈S

‖Xr −Pr‖, (16)

subject to (15) for all Xr ∈ S(x, y, z), where Xr indicates
a point on surface S(x, y, z) that has the shortest distance to
Pr. By introducing the Lagrange multipliers λ, we find the

point Xr on the road surface S for each Pr through solving
the Lagrange function,

fr(Xr,Pr,Hr) = ‖Xr −Pr‖2 + λ(z −Hr · zr). (17)

We employ the distance measurement in (16) to determine
inlier/outlier from the set Sr. DefineA as the inlier consensus
set of road surface. We accept an inlier point set if the ratio
between the set cardinality of A and the sample size is
greater than threshold τt. τt = 0.6 in all experiments. After
obtaining the largest consensus set, we refine the Hr using
all inliers by applying the maximum likelihood estimation
(MLE) to minimize the sum of distance errors,

Ĥr = arg min
Ĥr

∑
Pr∈A

d⊥(Hr,Pr)
2, (18)

where Ĥr denotes the estimation of Hr using the Levenberg-
Marquardt (LM) algorithm.

After extracting road surface S(x, y, z), we calculate the
distance for all the LIDAR points in set {Pt \A} using (16).
We include the LIDAR points with distances to the surface
less than threshold dε along with A itself,

Prs,L =
{
Pi,t|d⊥(Ĥr,Pi,t) ≤ dε,

Pi,t ∈ Pt,Pi,t /∈ A
}
∪ A. (19)

Define pe to be the corresponding image pixel projection
for the LIDAR point Pe ∈ Prs,L on the image Īt through
(2). We adopt the DBSCAN clustering algorithm [32], [33]
to eliminate outliers of pixel pe located far away from the
road surface. We then get the boundary and the interiors to
obtain new road surface pixel set P ∗rs,I . We also remove
the corresponding outliers from set Prs,L to get updated
road surface LIDAR data set (see Fig. 4(a)). By employing
the road surface model, we reduce the noise from image
segmentation and include more LIDAR points that fit for
the surface model, which reduces outliers for lane marking
detection from the LIDAR scan in the later part.

B. Lane Marking Segmentation in Each Modality

With the road surface pixel P ∗rs,I extracted, we detect lane
markings from the segmented road surface in the image.
Define g(pk,t) as the intensity value for k-th pixel pk,t =
[u v]ᵀ.

We set the intensity value of non-road pixels in Īt to be
zero. Now Īt only contains black pixels and road surface
pixels including lane markings. Lane marking pixels usually
have higher intensity values. To reduce the noise from
the image, we apply Gaussian blurring before segmenting
lane marking pixels through image histogram. We obtain
the binned histogram according to 256 intensity levels. We
apply Gaussian mixture model using EM algorithm [34]
to the histogram data and find the peak with the largest
intensity value µγ with variance σγ . By applying three-sigma
thresholding [35], we obtain a lower bound of the intensity
value as gγ = µγ − 3σγ . We obtain lane marking pixels pl
(see Fig. 4(b)) in set

Pl,I = {pk,t|g(pk,t) ≥ gγ}. (20)
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Fig. 4. Sample intermediate algorithm outputs. (a) The green points are the projected 3D LIDAR points from the road surface model by sensor fusion.
(b) Lane marking pixels in image. (c) Blue points are the pixel-wise projection of the lane marking points from the LIDAR scan, red points are outliers,
and the green curve in the middle is the lane center curve and the other two are the left and right lane boundaries, respectively (best viewed in color).

Fig. 4(b) illustrates the lane marking pixels.
Lane markings are also detected using LIDAR scans due

to the their high laser reflectivity by design. Recall we have
extracted road surface data from the LIDAR scan in set
P ∗rs,L. Recall that variable Ie ∈ [0, 255] to be the intensity
value for LIDAR point Pe. We threshold Ie to obtain lane
markings in LIDAR data,

Pl,L = {Pe | Ie ≥ Ts,Pe ∈ P ∗rs,L}, (21)

where threshold Ts is obtained using Otsu thresholding [36]
that determines the optimal intensity value Ts by maximizing
the variance between background (asphalt or concrete) and
foreground (lane marking) classes.

C. Left and Right Lane Marking Determination

The lane markings from individual modalities can be
further filtered through cross modality validation. Eqs. (14)
and (2) allow us to project points between LIDAR coordi-
nates and image coordinates back and forth. Hence, we can
intersect the lane marking points between Pl,I and Pl,L at
LIDAR coordinates and generate a set P ∗l,L which contain
dual-modal lane markings that are more robust than those in
individual modalities.

At this moment, the lane markings may belong to several
lane boundaries in a multi-lane highway and include many
outliers. We first filter out all candidate lane boundaries be-
fore identifying the exact left and right lane boundaries. De-
fine Lj as the j-the lane boundary. We apply T-Linkage [37]
to obtain Lj’s. T-Linkage is capable of detecting multiple
lane boundaries in the presence of outliers but it requires a
model for Lj . We employ the cubic uniform B-spline lane
boundary curve which is defined for a collection of n + 1
control points Ml = {Pq} from the set P ∗l,L as,

Lj(s) =

n∑
q=0

PqNq,3(s). (22)

Here, Nq,3(s) are the basis functions with

Nq,0(s) =

{
1, if sq ≤ s ≤ sq+1 and sq < sq+1

0, otherwise

Nq,h(s) =
s− sq

sq+3 − sq
Nq,h−1(s) +

sq+4 − s
sq+4 − sq+1

Nq+1,h−1(s),

(23)

where h = 1, 2, 3, sq = q − 3, q = 3, 4, ..., n + 1 with
s0 = s1 = s2 = s3, and sn+1 = sn+2 = sn+3 = sn+4.
Note that the shape of the cubic uniform B-spline curve is
dominated by the control points. We can impose curvature
constraints when choosing points to instantiate models in T-
Linkage.

After T-Linkage, we have a set of candidate lane bounda-
ries Lj’s. We need to identify left and right lane boundaries
and their associated lane markings. A simple observation is
that our left and right lane boundaries must intersect the low
boundary of the image at positions closer to center of the
low boundary because that is the current vehicle location.
Recall that the horizontal dimension in the image is the u-
axis. The intersection of Lj with low boundary generate uj .
If the center is at uc, it is a natural divider for the left and
right sides. Then we sort |uj − uc| to generate two sorted
sequences with increasing distances. We then pair them by
considering the fact that the distance between left and right
boundaries should be longer than dmin and shorter than dmax.
We might have multiple solutions but we use how close they
are to the previous period to find the optimal. This simple
search help us determine left and right boundaries, defined
as Ll and Lr, respectively. For each boundary, we find all
closest points in P ∗l,L and hence we determine Xl := {Xl}
and Xr := {Xr} as the resulting left and right lane marking
sets, respectively.

With the Xl and Xr obtained, we project them back to
Īt to search for more lane marking points. Denote xj,w to
be the corresponding projection pixel in Īt for the LIDAR
points in set Xl

⋃
Xr. We have lane marking pixel set

SQ = {pk,t| ‖pk,t − xj,w‖ ≤ dj ,pk,t ∈ Ĩt, g(pk,t) ≥ gγ},
(24)

where nonnegative variable dj is a constant threshold value.
Thus we have all values needed for metrics in Section IV.

VI. EXPERIMENTS

We have implemented the proposed method on a Laptop
PC with an Intel(R) CoreTM i7-3517U CPU@1.90GHz and
8 GB memory. The Benchmark contains images showing
a variety of street scenes captured from a vehicle driving
around the city of Karlsruhe. Besides the raw data, KITTI
comes with a number of labels for different tasks relevant
to autonomous driving to evaluate the performance of our
road extraction and lane detection results. Parameters are set
according to the experiments empirically. We set dmax and



(a) 2011 09 26 drive 0005 (b) 2011 09 26 drive 0056

(c) 2011 09 28 drive 0001 (d) 2011 09 26 drive 0029

(e) 2011 09 26 drive 0070 (f) 2011 10 03 drive 0047

Fig. 5. Performance metrics for six sequences from KITTI dataset. Red boxes indicate lane marking anomalies identified by correctness, shape or visibility
metrics.

(a) No lane markings (b) Merged lanes

(c) Absence of lane markings (d) A lane intersection

(e) A 3-way junction (f) Right shoulder w/o markings

Fig. 6. Typical scenarios of abnormal lane markings. Figures labels
correspond to those in Fig. 5.

dmin in (11) to be 4.60 m and 2.70 m, respectively. We also
set dε in (19) to be 0.1 m, and dj to be 20 pixels for (24).

To verify our metrics, we use six different sequences of
two categories from KITTI dataset including city trail data
(2011 09 26 drive 0005, 2011 09 26 drive 0056,
2011 09 28 drive 0001 ) and road trail data
(2011 09 26 drive 0029, 2011 09 26 drive 0070,
2011 10 03 drive 0047). Fig. 5 illustrates testing
results. Let us explain the abnormality of lane markings
reflected by performance metrics as follows. Fig. 6(a)
shows a case that lacks lane markings at the beginning
of the video sequence. Fig. 6(b) shows a case that lanes
start merging while the vehicle’s current lane does not
have left lane markings. Fig. 6(c) shows that the vehicle
is entering a main road but the current lane does not have
lane markings. Fig. 6(d) shows that an intersection does
not have the lane markings to guide the vehicle. Fig. 6(e)

shows a 3-way junction lacks part of the left lane markings
and has irregular lane markings. Fig. 6(f) shows a case that
one side of vehicle is just the shoulder with no right lane
markings. To summarize, Fig. 5 shows that our metrics are
able to capture the abnormality of the lane markings and
can be used as a measurement tool for road inspection.

VII. CONCLUSION AND FUTURE WORK

We focused on development of a LMQA method for
improving infrastructure for autonomous driving. The met-
hod assumed an egocentric view from an inspection vehicle
equipped with a GPS receiver, a frontal view camera, and a
LIDAR for LMQA. We presented metrics and algorithms for
lane marking assessment. Three lane marking quality metrics
were proposed and modeled mathematically: correctness,
shape, and visibility. We also proposed a dual-modal algo-
rithm to facilitate the computation of the three metrics. We
took both prior map uncertainty and sensory uncertainty into
consideration in formulating our metrics and the algorithm.
We implemented the algorithm and tested it under an open
dataset. The results were satisfying. Our method was able to
identify low quality segments of lane markings.

In the future, we will perform more tests and also consider
other sensory combinations. We will also develop assessment
algorithms for traffic signals, signs, and surface quality to
form a complete inspection solution.
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