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Abstract— We report a new material and structure mapping
(MSM) algorithm to assist robotic grasping and manipulation.
Building on our new sensor development, the algorithm has
four main components: 1) detection of time-of-flight (ToF)
durations for the dual modalities of optoacoustic (OA) and
pulse-echo ultrasound (US), 2) contour reconstruction by fusing
OA and US signals, 3) local noise filtering by checking local
consistency of material and structure label (MSL), and 4)
medium boundary searching that identifies class boundaries
through two-staged clustering and boundary establishment
using support vector machine (SVM) hyperplanes. We have
implemented our algorithm and tested it with multiple common
household items. The experimental results have successfully
validated our algorithm design which shows that the average
error of contour reconstruction is 0.05 mm and the true positive
rate of MSL is over 98%.

I. INTRODUCTION

Considering a robot attempting to grasp/manipulate an
optically-transparent plastic bottle half-filled with water, the
information on the bottle’s material, shape, and water level
is significant for the robot to plan the grasping. This is
nontrivial because existing sensors and perception algorithms
have difficulties in dealing with such challenging objects.
As robots move from factory floors to a wide range of
domestic environments, the perception capability of unknown
objects is essential to achieve effective physical interactions.
To enable object material and structure mapping (MSM), our
group has devised new dual-modal and dual sensing mech-
anisms (DMDSM) sensors based on the dual-modal optoa-
coustic (OA) and pulse-echo ultrasound (US) signals. Time
of flights (ToFs) and spectra of signals in both modalities are
utilized to perceive the object distance and material/structure,
respectively.

Here we report an algorithmic development in MSM with
the dual-modal signals acquired by the DMDSM sensors [1]–
[6]. Fig. 1 illustrates the performance of our algorithm in
contour mapping and material/structure classification for a
half-water-filled bottle. Our algorithm has four main com-
ponents: 1) detection of time-of-flight (ToF) durations for
the dual modalities, 2) contour reconstruction by fusing OA
and US signals, 3) local noise filtering by checking local
consistency of material and structure label (MSL), and 4)
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Fig. 1. MSM of a half-filled water bottle. Left: a water bottle with
scanning trajectories (purple). Right: the MSM result. Black dots represent
the reconstructed scan points while the blue and red curves represent
detected plastic surfaces filled with air and filled water, respectively. The
orange area represents the 95% confidence interval. The black dashed line
represents the medium boundary.

medium boundary searching that identifies medium bound-
aries through two-staged clustering and boundary establish-
ment using support vector machine (SVM) hyperplanes.

We have implemented the proposed algorithm and tested it
in physical experiments. The reconstructed contours indicate
that the fusion of OA and US modalities has better positional
accuracy than any single modality. The MSM algorithm
has been tested with multiple household items, which has
effectively provided MSL for all test objects in addition to
contour reconstruction. It also shows that the overall true
positive rate (TPR) is the highest (over 98%) in all tests.

II. RELATED WORK

Grasping and manipulation of unknown objects is a grand
challenge in robotics [7], [8]. For a known object, grasping
has been well studied and widely applied on industry floors.
When an object is unknown, successful grasping heavily
depends on the perception to acquire accurate knowledge of
the object’s pose, shape, material attributes, and even internal
structures. Such information helps estimate the form/force
closure and finalize the grasping plan.

Although significant progress has been made in the past
few years, unfortunately, existing state-of-the-art sensors still
have difficulties in meeting all necessary perception require-
ments. Photometric stereo [9], lidar [10], and vision-based
sensors [11], [12] suffer from the occlusion due to closing-
in robot fingers [13] or having a close-range blind zone [14].
Tactile-based sensors [15], [16] and tactile-vision fusion [17],
[18] require physical contact with the target object, which
may change its poses or damage its surface. This may lead
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to either a slow grasping process or a complete grasping
failure. Therefore, a compact and non-contact sensing and
perception approach is more desirable.

To address the issues of existing sensors, we have devel-
oped DMDSM pretouch sensors [1]–[6], which integrate the
pulse-echo ultrasound (US) and optoacoustic (OA) modal-
ities together to interrogate the object information without
contact. The DMDSM sensor has been iteratively developed
to improve its sensing capabilities, cost effectiveness, and
portability. The first-generation sensor provides the capabil-
ities of near-distance ranging and material/thickness sensing
on regular objects as well as optically and/or acoustically
challenging targets [3]. The second-generation version has
a much simplified sensor design and configuration with
comparable ranging and sensing performances [4]. The most
recent third generation version has a self-focused OA/US
transceiver which can be integrated with a flat 2D scanning
mirror for fast areal mapping and imaging of the object [6].
Although the DMDSM sensor hardware is developed and
powerful, the dual modality perception algorithm has not
been fully investigated, which is the focus of this paper.

Time-of-flight (ToF) estimation is essential for distance
ranging. Our DMDSM sensor presents a unique challenge
and opportunity due to dual-response acoustic signal proper-
ties. Different methods of ToF estimation have been devel-
oped based on the characteristics of the raw signals such as
acoustic, optical, and seismic waves. In [19] and [20], the
authors survey the commonly used acoustic signal ToF esti-
mation methods. While threshold detection methods like am-
plitude thresholding and envelop fitting are fast and simple,
they are not robust to noise compared to statistical models
like cross-correlation and Akaike information criterion (AIC)
approaches. While these existing acoustic ToF estimation
methods are applicable for handling OA and US signals
individually, we are interested in developing a model that
can jointly estimate ToFs from both signals to provide better
estimation results due to their strong correlation produced by
the co-axial and co-registered signal property of the DMDSM
sensor.

The fusion of US and OA modalities to obtain a better
distance estimation is structurally similar to sensor fusion
that combines multiple sensors such as lidars. These ap-
proaches often employ Maximum Likelihood Estimation
based method [21] to merge the point cloud for mapping
or adopt the neural network for object-based lidar point
cloud fusion [22]. Unlike other sensors, DMDSM design
enables sensor fusion at the device level since there is
no perspective difference or synchronization issue across
different modalities due to our unique sensor design. This
allows us to reconstruct object contour with improved ac-
curacy. Since scan points are often sparse, we adopt the
Gaussian process [23] in point interpolation which is widely
used to obtain continuous spatial contour with uncertainty
characterization [17].

MSM creates labeled point clouds which looks like a
clustering problem for point clouds. The problem can be
solved by machine learning methods using spatial distance

or semantic labels [24]. For lidar or RGB-D scans, point
cloud segmentation using deep learning-based methods such
as PointNet++ [25], [26] requires a large annotated dataset.
However, the point cloud constructed from the DMDSM sen-
sor is sparse and lacks sufficient information and dataset for
the deep learning method. Therefore, unsupervised clustering
techniques such as k-means [27], k-medoids [28] become our
choice of clustering method to build the medium boundary
searching algorithm.

III. PROBLEM FORMULATION
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Fig. 2. Schematic illustration of the object scanning system. A represen-
tative time series of the received OA and US signals.

A. Background

Before formulating the problem, let us briefly review the
design of our new DMDSM sensor and how the data are
collected in our scanning system. These results have been
presented in our previous publications [1]–[6]. For com-
pleteness, we brief the information here. The new fingertip-
mounted DMDSM sensor is designed for robot manipulators
to sense the distance, material type, and interior structure
of an object without physical contact [1]–[4], [6]. Fig. 2
illustrates the object scanning system with the DMDSM
sensor [5] and a representative sensor-received time series,
where OA and US signals are simultaneously triggered by a
single laser pulse. Light and ultrasound signals are coaxially
and co-directionally arranged for active object scanning. For
the OA modality, upon a laser pulse, OA signal in the form
of a sound wave is generated by the induced transitory
thermal expansion and received by the transducer embedded
in the sensor. For the US modality, the same laser pulse
is also incident onto an optoacoustic ultrasound transmitter
to send out wideband acoustic waves to the object, and
the reflected ultrasound is received by the same transducer.
Therefore, triggered by a single laser pulse, the sensor-
received time series consists of dual-modality signals. Their
ToF signatures are used for distance ranging while the OA
and US spectra are used for object material type and interior
structure classification.

To further investigate the capability of the DMDSM sen-
sor, we have also developed an object scanning system [5] to
collect data from common household items. Fig. 2 illustrates
the 4 Degrees of Freedom (DoFs) scanning system which fits
an 1-DoF turntable on a 3-DoF linear stage. The hardware
development enables us to further develop the perception
algorithms that make better use of the dual-modality signals.
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B. Problem Definition

1) Assumptions: To focus our attention on the most
relevant issues, we have the following assumptions
a.1 The DMDSM sensor is pre-calibrated, and the OA and

US signals are co-axial based on the sensor design. The
sensor’s signal noises are white and follow Gaussian
distribution.

a.2 The DMDSM sensor’s scanning resolution is much
finer than that of material and structural distribution.
Therefore, non-boundary points of vicinity share the
same material and structural properties. We call this
local consistency in material and structural class labels.

a.3 Medium boundary is where different material or struc-
ture regions meet. We assume the medium boundary
only has two different media. This 2-medium assump-
tion covers the most common case and is the focus of
this paper.

2) Inputs: Our algorithm takes in the data collected from
the DMDSM sensor. As shown in Fig. 2, the DMDSM sensor
is an active point-scanning sensor. When the sensor is at
a scan point within its sensing range, the sensor can take
voltage time series readings from the acoustic transducer.
For each scan point i, the sensor receives consecutive M
discrete voltage readings with the sampling frequency fs to
form the time series. Let us define the voltage readings as
oi = {oi,j}j=1:M where oi,j ∈ R is the voltage reading from
the transducer at discrete time j as shown in the right side of
Fig. 2. For all N scan points, let us define O := {oi}i=1:N

as the transducer inputs to our algorithm.
In addition to the transducer inputs, the platform where the

DMDSM sensor is mounted also provides sensor position
pi ∈ R3 and sensor beam direction vi ∈ S2 at the i-th
scan point, where S2 is the unit 2-sphere in 3D Euclidean
coordinate system. Also, pi’s covariance matrix Σp,i and
vi’s covariance matrix Σv,i are given since they are functions
of the mounting platform. Both of which are in frame {B},
a fixed and right-handed 3D Euclidean system. It can be any
other inertial frame of choice. In our scanning system, frame
{B} represents the object placement table frame. Its origin
is at the intersection point of the rotation table’s rotation
axis and placement plane. Its initial X-, Y-, and Z- axes are
parallel to the X, Y, Z directions of the 3D linear stage,
respectively. All position variables are defined in {B}. For all
N scan points, we can aggregate sensor position set as P :=
{pi,Σp,i}i=1:N and their corresponding beam direction set
as V := {vi,Σv,i}i=1:N .

3) Outputs: Our algorithm will output the reconstructed
object contour points associated with material/structure at-
tribute label. Each contour point is a 3D point in {B}
and defined as xi ∈ R3. For all N scan points, the
reconstructed contour point set is X := {xi}i=1:N and its
corresponding covariance matrix set Σ := {Σi}i=1:N . In
fact, we may generate more than N points in reconstruction
through interpolation which results in NE, NE > N , points.
To describe material/structure attribute, let us define label
set L := {1, ..,H} for H classes of material or structure

types. Therefore, we can associate each point with a label
as (xi,Σi, li) where li ∈ L is the associated material and
structure type label. The problem output is defined as a
labeled point cloud set M := {(xi,Σi, li)}i=1:NE .

Therefore, the MSM problem can be defined as follows.
Definition 1 (MSM Problem Definition): Given time se-

ries set O, sensor’s position set P , and sensor’s beam
direction vector set V , compute an attribute-labeled point
cloud M.

IV. ALGORITHMS

B. Contour

Reconstruction
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Fig. 3. Dual modality-based MSM algorithm pipeline.

Fig. 3 shows the overall algorithm pipeline. For each
acoustic voltage time series oi for the i-th scan point
in O, we estimate its ToF. Consequently, we obtain ToF
set T . With T , the sensor’s position set P , the beam
direction set V , we can construct the external contour of
the object which is represented as position point set X
with uncertainty characterized by covariance matrix Σ. In
parallel [5], we apply the BOSS classifier [29] to each oi

so that it’s material or structural label (MSL) distribution
is obtained as multinomial probability distribution ai which
means ai = [ai,1, ai,2, ..., ai,H ]

T ∈ RH , where ai,j ∈ [0, 1]
is the MSL probability that point i is associated with attribute
label j and

∑H
j=1 ai,j = 1. Assembling across all scan

points, we obtain the initial MSL probability distribution set
A := {ai}i=1,...,N . Utilizing the local structure consistency
property and position X , we design a local noise filtering
method to reduce detection noise in A to obtain its de-
noised version Â. Finally, we fuse spatial and classification
information to search for the medium boundary and build
the attribute-labeled point cloud M. We begin with ToF
estimation for a detailed explanation.

A. ToF Estimation

For each scan point i, we need to know the sensor-detected
distance which is determined by the ToFs of the OA and US
signals (see Fig. 4). A typical oi has two ToFs: an earlier
one for OA and a later one for US. This is because the
US signal traverses a round trip (transmitter-target-receiver),
which is twice the travel distance of the laser-induced OA
signal after a single trip from the target to a receiver, and
their ToFs difference is much longer than their durations.
Therefore, this allows us to segment out OA and US sub
time series with the fixed starting and ending indices from
oi based on the signal length and measuring distance range.
Consequently, we obtain the two sub time series for OA and
US as oi,ϕOA := {oi,j}j∈ϕOA and oi,ϕUS := {oi,j}j∈ϕUS with
time index range ϕOA and ϕUS, respectively. The dashed red
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and green frames in Fig. 4 highlight the examples of two
sub time series.

                                        
    

     

    

     

 

    

   

    

                                        
    

     

    

     

 

    

   

    

                                        
    

     

    

     

 

    

   

    

                                        
    

     

    

     

 

    

   

    

                                        
    

     

    

     

 

    

   

    

                                        
    

     

    

     

 

    

   

    

                                        
    

     

    

     

 

    

   

    

Fig. 4. Illustration of the ToF estimation algorithm. The red and green
colors are corresponding to the ToF estimation processes of OA and US,
respectively. The solid boxes are the sliding windows. The dashed boxes
demonstrate oi,ϕOA and oi,ϕUS , respectively. When the window is sliding,
so,jc and su,jc change while their corresponding templates ŝo and ŝu are
fixed.

We apply cross-correlation (CC) [30] method to find the
first peak or valley in both oi,ϕOA and oi,ϕUS . For the two
sub time series, CC aligns each of them to a respective
known template by considering phase shift, frequency, and
amplitude. The alignment outputs the ToF time indices which
are defined as jo,i and ju,i for oi,ϕOA and oi,ϕUS , respectively.

For the two known templates, each is a short series with
a manually labeled ToF index. Both are pre-selected from
historic data due to their clear forms for ToF peak or
valley in OA or US signals. The short time series in the
lower part of tall solid red and green rectangular frames
in Fig. 4 illustrates the two known templates for OA and
US modalities, respectively. Applying CC, finding the best
matching time series index is to apply sliding window-based
linear searching in oi,ϕOA and oi,ϕUS . Since the linear search
methods in OA and US sub time series are the same, we
only detail OA ToF search here. For the known template, we
have its vector format as ŝ = [ôjs , ..., ôjs ]

T, where js and
je are the starting and ending indices of the OA template.
The sliding window starting at jc ∈ ϕOA with length m is
denoted as sjc = [oi,jc , ..., oi,jc+m]T, oi,jc ∈ oi,ϕOA . Then,
we calculate the OA peak/valley index jo,i by maximizing
the similarity between ŝ and sjc

jo,i = argmax
jc

ŝTsjc . (1)

Similarly, we can find the peak/valley index ju,i of US by
using the US known template and oi,ϕUS .

Then we can obtain the ToF of OA to,i = jo,i/fs and
the ToF of US tu,i = ju,i/(2fs). Sometimes oi may contain
only one modality due to the material/structure properties of
the target. If so, we just calculate the ToF for that existing
modality. To summarize, after ToF estimation, we obtain ToF
set T := {to,i}i=1:N ∪ {tu,i}i=1:N .

B. Contour Reconstruction
ToFs from OA and US modalities offer two ways to

estimate the distance from the DMDSM sensor and the scan
point on the target object. Now let us show how to fuse them
to obtain the most accurate point position estimation before
we apply interpolation to generate the continuous contour for
the object.

1) Scan point position estimation: For the i-th scan point,
we use ToF of OA to,i to show how to obtain its position
xo,i and its covariance Σo,i to characterize its uncertainty.
Recall pi is the sensor position and vi is the scanning vector,
Position estimation using OA xo,i is obtained using sound
transmission,

xo,i = pi + cto,ivi, (2)

where constant c ∈ R is the sound speed in air.
Next, let us derive Σo,i. From the scanning system,

we know the sensor’s position and distribution pi ∼
N (p̄i,Σp,i) where p̄i is the observed position and Σp,i

is its covariance matrix. We assume vi ∼ N (v̄i,Σv,i)
follows Gaussian Distribution with covariance Σv,i. ToF
to,i ∼ N

(
t̄o,i, σ

2
o,i

)
also follows normal distribution with

variance σ2
o,i obtained by σ2

o,i = g(ηi) where ηo,i is the
signal-to-noise ratio (SNR). SNR is the maximum peak-
valley voltage difference over the root of mean noise energy,

ηo,i =
maxoi,j1 ,oi,j2∈oi,ϕOA

|oi,j1 − oi,j2 |√∑MBG
j=1 oBG,j/MBG

, (3)

where {oBG,j}j=1:MBG is the background noise time series
with length MBG, and the ratio function g(·) is a staircase
function obtained empirically from experiments. It is rea-
sonable to assume pi, and to,i are independent.

With the covariance of pi,vi and variance of to,i, we
perform the forward error propagation using (2). For notation
simplicity, we denote Ωi := [to,i,v

T
i ]

T and its covariance
matrix ΣΩi

= diag(Σto,i ,Σv,i). Then, the covariance of xo,i

is derived as:

Σo,i = Σpi
+ JΩi

ΣΩi
JT
Ωi
, (4)

where JΩi
is the Jacobian matrix, JΩi

=
∂(cto,ivi)

∂Ωi
.

Similarly, we can obtain the scan point position xu,i and
its covariance Σu,i using US ToF tu,i. Although sharing the
same pi and vi, its SNR ηu,i and stair function g(·) need to
be established separately based on oi,ϕUS .

We are now ready to fuse the two modalities to obtain
a more accurate estimation of the scan points’ position by
applying the Maximum Likelihood Estimation (MLE),

min
x̂i

(
∥xo,i − x̂i∥2Σo,i

+ ∥xu,i − x̂i∥2Σu,i

)
, (5)

where x̂i is the i-th optimized scan point position and its
covariance matrix is:

Σx̂,i =
(
Σ−1

u,i +Σ−1
o,i

)−1
. (6)

It is worth noting that we may only have one modality in
some cases. If so, we simply skip the fusion steps in (5) and
(6) and directly use the results of the remaining modality.

2) Contour reconstruction with point interpolation: For
object contour reconstruction, our scan points may not be
dense enough. To overcome the issue, we employ Gaussian
Process [23] to perform point interpolation. Recall that index
set {1, ..., N} is for the scan points. We define set {1, ..., NE}
as the extended point contour point index set that contains
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both the scan points and the interpolated points and NE > N
is the total point number for the extended contour point set.
To avoid the mean function bending towards the GP mean
away, we use the thin plate covariance as the kernel function
[31]. Specifically, the uncertainty of the implicit surface for i-
th observed point can be calculated by σi = tr (Σx̂,i), where
i ∈ {1, 2, ..., N}. The covariance Σi of the i-th interpolated
points is approximated by σi

3 I3×3, where i ∈ {N + 1, NE}
and I3×3 is the 3×3 identity matrix. Therefore, we obtain the
point position x1:NE and its covariance Σx1:NE

in the point
cloud M.

(a) (b)

Fig. 5. Conceptual illustration of LNF and MBS. (a) LNF: the middle
black solid circle is the denoising target and the hollow circles are other
scan points. The grayscale bar represents the MSL probability distribution.
The dashed circle shows the neighboring range. (b) MBS: Initial clustering
generates the green and yellow shaded clusters. The second stage of
clustering further partitions the green cluster into two smaller clusters in
dashed eclipses. The last step is medium boundary generation. The class
label indices c1, c2 ∈ L.

C. Local Noise Filtering

From Fig. 3, the material and structure classification
method [5] outputs label li for each scan point. However, the
classification may be noisy. According to Assumption a.2 in
Sec. III-B.1, we know that labels of points in the vicinity
should be the same if they are not boundary or close-to-
boundary points. Based on the local consistency assumption
and point positions obtained from contour reconstruction, we
propose a local noise filtering (LNF) algorithm to de-noise
and update the MSL probability distribution A. At this step,
we do not differentiate boundary points from non-boundary
points which will be dealt with later.

Fig. 5(a) illustrates the LNF algorithm. For a given scan
point q ∈ {1 : N}, we can compute its n nearest neighbor
points. For the p-th nearest neighbor point, 0 < p ≤ n, let
dp,q = ||xq(p)−xq||2 denote the Euclidean distance between
the target point and p-th neighboring point according to
the ascending distance where index mapping function q(p)
outputs the index of the p-th nearest point of point q in
the original index set {1 : N}. Distance to point q itself is
dq,0 = 0. Let vector aq(p) ∈ A be the MSL multinomial
probability distribution of the p-th neighboring point.

LNF algorithm is the weighted averaging of the neigh-
boring points’ MSL probability distributions where weights
should be decreasing function of the Euclidean distance
between the target and neighbor. A smaller dp,q means the

class correlation between the two points is stronger. To
characterize it, we employ a sigmoid function as weight,

wp,q :=
1

1 + exp (dp,q)
. (7)

The sigmoid function has two desirable benefits: 1) it is a
decreasing function of dp,q which means local consistency
is stronger when points are closer, and 2) it significantly
reduces the influence of points far from scan point q to
ignoble level. Using (7), we calculate the weights for all
n nearest points. Let wq := [w0,q, w1,q, ..., wn,q]

T be the
resulting weight vector. Also, we denote the initial MSL
probability corresponding to the n nearest points as a matrix
Aq(0:n) =

[
aq,aq(1), ...,aq(n)

]
with dimension H× (n+1).

The refined MSL probability distribution vector âq can be
obtained by the weighted average:

âq =
Aq(0:n)wq∣∣∣∣Aq(0:n)wq

∣∣∣∣
1

, (8)

where ∥ · ∥1 is the L1-norm. Eq. (8) is just the normalization
of the MSL probability distribution.

We apply (8) to all points to obtain the updated MSL
probability distribution Â. Although the LNF method can
effectively filter the classification noise for interior points of
every single medium region, it can also negatively affect the
near-boundary points’ MSL probability distribution. To avoid
the negative effect on the near-boundary points and assign
correct labels to points, we propose the medium boundary
searching method in the next section.

D. Medium Boundary Searching

The purpose of medium boundary search is to cluster
MSL and generate the medium boundary. This is a three-
step process (see Fig. 5(b)): initiate clustering, second stage
clustering, and boundary generation along with the class
label.

1) Initial clustering: In the first step, we apply Parti-
tioning Around Medoids (PAM) [32] method to the scan
points to generate kc clusters based on MSL and point
position. For each cluster, we can check if its member points
have the same label with the index corresponding to the
maximum probability of its MSL distribution in Â. If not,
then the cluster is a boundary-crossing cluster (BCC). The
step generates kb ≤ kc out of kc BCCs. The green shaded
cluster in Fig. 5(b) is a BCC.

2) Second stage clustering: For each BCC, we conduct
ks-stage bisecting PAM to reduce its size. Fig. 5(b) shows
that two dashed ellipse enclosed clusters are the outcome of
the step. The old BCC is split into a non-BCC and a smaller
BCC. At the end of the second step, for each member point
in BCC, we replace its MSL probability distribution âi with
ai in Â. This means that we undo LNF algorithm to restore
the original MSL probability because we know that LNF
does not apply to boundary or close-to-boundary points.

Both the first two steps depend on the PAM clustering
algorithm which requires a cost function to evaluate point
similarity. In our problem, we consider the similarity of
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two points with index p, q determined by two terms: the
Euclidean distance and the difference of the corresponding
refined MSL probability vectors. We propose the new cost
function Cp,q as:

Cp,q = ||xp − xq||2 + λCKL(ap,aq), (9)

where || · ||2 is L2 norm, ∆x = xp − xq , CKL(ap,aq) is the
KL divergence [33] between MSL probability distribution
ap,aq ∈ Â

CKL(ap,aq) =

H∑
h=1

ap,h log(
ap,h
aq,h

), (10)

and λ ∈ R is a factor to balance the effects of the position
and classification results of the scan points. With larger λ,
the distance metric has more confidence on Â.

3) Boundary generation and class labeling: Finally, we
estimate the boundary within the cluster by applying an SVM
[34] to estimate the hyperplane as boundary separation to
determine its final labels li. The medium boundary (e.g. the
red dashed curve in Fig. 5(b)) is the hyperplane from SVM.

After the first two steps, we label each scan point with
index i ∈ {1, ..., N} as

li = argmax
h

âi, (11)

where âi = [âh]
T
h=1:H .

Using the labels from the scan points, we further build
the medium boundaries to separate all the points includ-
ing scanned and interpolated points to obtain final labels
{li}i=1:NE . To generate the boundaries, we apply standard
SVM with the input of scan points’ 3D position xi and label
li, i ∈ {1, ..., N}, to calculate the hyperplane kTx = b by
solving the following optimization

min
k,b

∥k∥22

s.t. li(k
Txi − b) ≥ 1, ∀i ∈ {1, ..., N}

(12)

The hyperplane as the optimization result is used as a
medium boundary to separate points with either label c1
or c2, where c1 and c2 represent the majority label of
the scan points in two sub-regions as shown in Fig. 5(b).
Then we use the SVM’s hyperplane to assign all points
(including both scan points and interpolated points) with
index i ∈ {1, ..., NE} by the label from two candidate label
indices c1 and c2 is listed as follows:

li :=

{
c1 if kTxi ≥ b

c2 otherwise
(13)

With each point assigned to a label, we create the point
cloud M.

V. EXPERIMENTS

We have implemented the proposed MSM algorithm using
Matlab™ and tested both the contour reconstruction and
MSL capability which are key outputs of the MSM algo-
rithm.

A. Contour Reconstruction

The contour reconstruction experiment validates our ToF-
based ranging and dual modality-based scan point estimation
in Sec.IV-B. Here we use an aluminum slot shown in Fig. 6
which also has both OA and US responses. The ground truth
shape is obtained from caliper measurement with sufficient
accuracy. We scan along the red trajectories with N = 37
scan points in total. The reconstruction error is the Euclidean
distance from point position xi to the contour. Tab. I show
the average reconstruction error and their standard deviation
with the best results in bold font. Since OA only and US only
reconstruction results have been presented in our previous
work [5], we can directly compare them with results obtained
from MLE-based OA and US fusion in (5). It is clear
that both the reconstruction error and its standard deviation
have been reduced when the MLE-based OA and US fusion
approach is used.

TABLE I
CONTOUR RECONSTRUCTION USING DUAL MODALITIES

Modality Avg. Recons. Err. (mm) Sta. Dev. (mm)
OA [5] 0.06 0.06
US [5] 0.15 0.11

OA&US Fusion 0.05 0.05
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(b)

Fig. 6. (a) The aluminum slot used in contour reconstruction test. (b)
Reconstruction results: the blacks points are the scan points and the green
curve is the reconstructed contour (best viewed in color).

As another experiment, we scan a coke bottle to show
that employing multi-scan allows us to perform full 3D
reconstruction if needed. The results are in Fig. 7. The
yellow curve is the ground-truth medium boundary. Green
dots represent the contour interpolation results while red and
blue colored dots are the reconstruction of scan points. The
3D contour construction is successful. It is worth noting
that the red and blue colored dots are corresponding to
the scanning points on the bottle regions filled with air
and regions filled with coke, respectively. Those labels are
from the initial output of BOSS classifier. They do contain
wrongfully classified labels which will be corrected in the
next section.

B. Material and Structure Labeling and Mapping

The most unique part of our algorithm is its ability to
label and map material and structure. To validate that we
continue to use the coke bottle example before we expand
the experiment to other common household items.
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(a) (b)

Fig. 7. Mult-scan contour reconstruction of a coke bottle. (a) The coke
bottle with the target reconstruction area (green) and the scanning trajec-
tories (yellow). (b) A tri-scan reconstruction result with point interpolation
(best viewed in color).

1) Coke bottle example: Fig. 8 illustrates the mapping
results for three different setups. Again, red and blue colored
regions are corresponding to the bottle region filled with
air and the bottle region filled with coke, respectively. The
yellow line is the ground truth of the medium boundary.
Fig. 8(a) shows the resulting region map with only LNF.
Here, we also employ SVM hyperplanes in (13) to partition
all points without running the first two MBS steps. Fig. 8(b)
shows the map with only MBS. The LNF step is turned
off. It is clear that both Fig. 8(a) and Fig. 8(b) have a blue
region above the ground truth yellow medium line which are
areas of false classifications. Fig. 8(c) employs the complete
algorithm pipeline with both LNF and MBS which yields the
best results. It is not difficult to see that both LNF and MBS
steps are necessary. In the rest of the tests, we will use the
full algorithm pipeline.

(a) (b) (c)

Fig. 8. Algorithm outputs under different module selection: (a) LNF and
SVM only. (b) MBS only. (c) LNF and MBS.

2) MSM experiments with household items: Besides the
water bottle in Fig. 1 and the coke bottle, we have also
experimented with four more objects: a group of blocks made
of different materials, a wire cutter, an eraser halfway out of
its paper wrapping, and a conditioner bottle. Fig. 9 shows
the MSM results for both contour construction and MSL.

Combined with the two earlier objects, the six test items
have different materials (MT) and inner fillings (IF), and, as a
result, have different modality responses: some only have US
responses while others have both US and OA responses. We
further compare algorithm MSL ability using TPR metric.
The overall comparison is in Tab. II. In the table, initial
TPR refers to the results directly out of the BOSS classifier.
LNF TPR counts the TPR after LNF without using MBS.
MBS TPR refers to the algorithm with LNF turned off. The
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Fig. 9. Material and structure mapping results for 4 different objects. (a, b)
multi-material blocks. (c, d) wire cutter, (e, f) eraser, and (g, h) conditioner
bottle. The scanning trajectories are shown in the yellow dashed curves.
The different colors in (b, d, f, h) are just used to differentiate the different
materials or structure types with horizontal dashed black lines indicating
the detected medium boundaries.

last row refers to the full pipeline. It is not surprising the
MSM algorithm using full pipeline configuration consistently
outperforms its counterparts which shows that our algorithm
design is effective.

VI. CONCLUSION AND FUTURE WORK

We reported new material and structure mapping algo-
rithm for a fingertip mounted DMDSM sensor designed to
assist in grasping/manipulation of unknown objects. The new
algorithm enabled our DMDSM sensor to perform contour
reconstruction using dual OA and US modalities and provide
accurate material and structure labeling for household items.
We implemented the algorithm and tested it with common
household objects. The experimental results confirmed our
design and showed that contour reconstruction accuracy and
the true positive rate are 0.05 mm and over 98%, respectively.
In the future, we will continue to improve both the sensor
design and algorithm design to improve speed and accuracy.
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